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Abstract

We formalize the asynchronous multi-armed bandits with known trend problem (AMABKT) and propose a few empirical solutions, the most efficient one being based on finite-horizon Gittins indices. We designed a GPU-optimized code which allowed us to solve exhaustively the – intractable – Bayesian Optimal policy for up to four arms with reasonable horizons. Our experiments underline the quality of the trend-aware finite-horizon Gittins index as an approximant for the Bayesian optimal policy on stochastic AMABKTs.
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1. Introduction

Consider the following user-interface selection problem: an engineer has at her disposal several versions of a user interface for a device or a web site, she wants to deploy the most efficient one on the long run. The old-fashioned approach would be to first test these interfaces on a panel of users then deploy the one that performed the best. However, it is a long, heavy, and costly process: a better option is certainly to favor a ‘continuous improvement process’ through a well adapted sequential experiment design. The Multi-Armed Bandit problem (MAB) is a natural candidate to model this problem. This old exploration/exploitation model was first introduced to optimize medical experiments (Thompson, 1933; Lai and Robbins, 1985), but MAB algorithms turned out to contribute as building blocks to several modern applications and have since been deeply studied (see Cesa-Bianchi and Lugosi, 2006; Bubeck and Cesa-Bianchi, 2012, for extended surveys). The user-interface selection problem presents however two specificities:

1. When a new interface is proposed to the users, they need some time to adapt: the rewards processes are not stationary and they follow a “learning curve”.

2. When users practice a given interface, they do not progress on the other ones: the reward processes evolve in an asynchronous manner.

The user-interface selection problem is not the only industrial application with these properties. We can mention for instance the recommendation of items to users who may get bored of a topic (Hu and Ogihara, 2011), the selection of distributed sensors with decreasing batteries (Tran-Thanh et al., 2010), or the crowdsourcing of workers who first improve at a new task only to get bored ultimately (Tran-Thanh et al., 2014).
As we will see in section 1.2, several algorithms have been proposed recently to handle non-stationary but synchronous reward processes. In order to handle the asynchronicity we propose to go back to plain old Markovian bandits and fish in a more classical, and more Bayesian, literature (Berry and Fristedt, 1985; Gittins, 1989; Mahajan and Teneketzis, 2008). In this literature, a MAB is a scheduling problem between several – known – independent Markov Processes. At each stage, the learner is asked to decide which process will evolve while the others stay frozen. This asynchronous behavior leads to a clear distinction between the individual process times (i.e the number of time an arm has been pulled), and the global time. This asynchronous product of Markovian processes is often referred as rested bandits by opposition to the general case of restless bandits where the other arms may (or may not) evolve when we pull an arm.

As we will see in section 2, there is a risk of confusion in the literature between the arms when referred as – unknown – reward processes like in (Lai and Robbins, 1985), and the arms when referred as – known – Bayesian knowledge acquisition processes like in (Gittins, 1989)\textsuperscript{1}. To the best of our knowledge, the notion of bandits with asynchronous reward processes is new.

1.1. Problem Statement

1.1.1. General Formalization of the Problem

We will call asynchronous multi-armed bandit (AMAB) a MAB where the reward of each arm \( a = 1, \ldots, K \) is modeled by a sequence of bounded rewards \( x_a(1), \ldots, x_a(T) \). A policy is defined by a sequence of arms \( A(t) \in \{1, \ldots, K\} \) and the reward of this policy till time \( t \) is \( \sum_{a=1}^{K} \sum_{n=1}^{n_a(t)} x_a(n) \) where \( n_a(t) = \sum_{s=1}^{t} \mathbb{1}[A(s) = a] \) is the process time of arm \( a \) (We use \( \mathbb{1}[] \) for the indicator function). Note that a policy is entirely defined by its corresponding process time vectors \( n(t) = (n_1(t), \ldots, n_K(t)) \), with global time \( t = \sum_a n_a(t) \). The performance of a given policy \( n \) is evaluated through its regret which measures the opportunity loss at time \( t \) against an informed reference policy \( n^* \):

\[
\text{Regret}_{n}(t) = \sum_{a=1}^{K} \left[ \sum_{s=1}^{n_a^*(t)} x_a(s) - \sum_{s=1}^{n_a(t)} x_a(s) \right].
\]

1.1.2. Stochastic Asynchronous Bandits with Known Trends

To simplify a bit, we will assume the rewards sequences to be defined by independent Bernoulli processes which are modulated by – known – trends functions. More formally we will assume that: \( x_a(n) = f_a(n) \cdot Y_a \) where \( Y_a \sim \text{Bern}(\mu_a) \).\textsuperscript{2}

The assumption of known trends may seem strong at first sight but it is important to note that stochastic MABs are special cases or our setting with the same known – constant – trend for all the arms. A specificity of Asynchronous MABs with Known Trends (AMABKT) is that the optimal strategy is not, as in classical MABs, to pull indefinitely the same arm.

\textsuperscript{1} With that distinction in mind, the reward processes of synchronous MABs should be considered as "purely restless" even if their corresponding Bayesian knowledge-aquisition processes are "rested".

\textsuperscript{2} Another modeling option could have been to modulate the Bernoulli parameters: \( x_a(n) = X_a \) where \( X_a \sim \text{Bern}(f_a(n) \cdot \mu_a) \), but we kept the first option for the sake of simplicity.
Indeed, with \( F_a(n) = \sum_{s=1}^{n} f(s) \) denoting the cumulative trend, the optimal policy in expectation at time \( t \) is to play:

\[
n^*_t(n_1, \ldots, n_K) = \arg \max \sum_a F_a(n_a) \cdot \mu_a.
\]

(1)

The expected regret of a policy \( n \) hence simplifies into:

\[
\mathbb{E} \left[ \text{Regret}_n(t) \right] = \max_{m_1, \ldots, m_K} \sum_a \left[ F_a(m_a) - F_a(n_a) \right] \cdot \mu_a.
\]

(2)

Obviously, if the trends have bounded supports, all policies are asymptotically equivalent. Moreover, there may not even exist a good anytime policy: take for instance a two-armed AMABKT with parameters \( \mu_1 > \mu_2 > 0 \). If the trend \( f \) is identical for all arms and non-decreasing, the optimal and anytime policy will be to stick on the first arm, but if instead we have the "gear-shaped" trend \( f(n) = \lfloor n < T \lor n > 2T \rfloor \), then the optimal policy at time \( 2T \) is \((T, T)\) while the optimal policy at time \( 3T \) is \((3T, 0)\). If a policy is optimal at time \( 2T \), it cannot be optimal at time \( 3T \): there is hence no anytime optimal policy.

### 1.2. Related Works

As mentioned in the Introduction, several formalizations and policies have been proposed to tackle synchronized non-stationary rewards (see for instance Kocsis and Szepesvári, 2006; Garivier and Moulines, 2011; Besbes et al., 2014; Allesiardo et al., 2016). The most extreme case of a non-stationarity being the adversarial MAB of Auer et al. (2002b). The synchronicity is a key property for the \( \Theta(\sqrt{KT}) \) regret bound (against the best single arm in hindsight) for oblivious adversarial MABs. Consider for instance a two-armed AMABKT defined by \( x_1(n) = \lfloor n \geq T/2 \rfloor \) and \( x_2(n) = x_1(n)/2 \). Before getting any reward/feedback from one arm, one must pull it at least \( T/2 \) times. Reaching this point, with horizon set to \( T \), it will be too late to switch to the other arm. The optimal policy is hence to pick one arm blindly and play it till the end: the expected regret for an adversarial AMABKT is in \( \Omega(T) \).

We focus here on models where the arms rewards are asynchronous. The budgeted bandits model was introduced by Tran-Thanh et al. (2010) to model sensor networks with limited battery. In their formalization, the budget is shared between the arms like in a knapsack problem. The mortal bandits model introduced by Chakrabarti et al. (2009) assumes that each arm has a known budget of pulls (or a known probability of expiring). This assumption of a finite-budget for each arm is a special case of a known decreasing "step-shaped" trend. Their analysis is focused on reward.

In scratch games, a similar model introduced by Féraud and Urvoy (2013), each arm also has its own budget. The reference policy used in their analysis is the one which first pull the best arm, then proceeds to the second best, and so on till the end of all the budgets. In Bouneffouf and Féraud (2016), they consider an AMABKT where all arms are modulated by the same smooth (Lipschitzian) trend. They propose an adaptation of the UCB algorithm called A-UCB where the player picks the arm maximizing the index \( [\hat{\mu}_a(n_a) + \sqrt{2 \log t/n_a}] \cdot f(n_a(t)) \). They obtain an anytime logarithmic regret upper bound. The anytime policy they use as a informed reference is however far from being a match against the optimal policy as defined in (1).
2. Bayesian Optimal Policy

The proper way to approach stochastic MABs with MDPs is to encode the knowledge we have on each arm into the states of a known Markov chain.

For a stochastic MAB with Bernoulli reward laws, we will assume the reward parameters $\mu_i$ to be drawn from a Beta prior distribution. With Bayesian updating, the posterior law of an arm $a$ for which we encountered $\alpha_a$ wins and $\beta_a$ losses will be the distribution $\text{Beta}(\alpha_a, \beta_a)$. We will hence code each state $s \in S$ of the MDP as a tuple $\left(\alpha_1, \beta_1, \ldots, \alpha_K, \beta_K\right)$ with a winning probability $\frac{\alpha_a}{\alpha_a + \beta_a}$ for playing arm $a$. A winning transition $s \xrightarrow{a} s'$ will increment $\alpha_a$ and give a reward $r_a(s, s') = +1$ while a loosing one will increment $\beta_a$ and gives no reward. The (Beta) Bayesian optimal policy till horizon $T$ for the Bernoulli MAB is obtained by solving this MDP through undiscounted value-iteration. Using standard notations (Bertsekas and Tsitsiklis, 1996; Sutton and Barto, 1998), the optimal value and policy for a state $s$ at time $t$ are given by:

$$V^*(s, t) = \begin{cases} \max_a \sum_{s' \in S} p_a(s, s') (r_a(s, s') + V^*(s', t + 1)) & \text{if } t < T, \\ 0 & \text{otherwise} \end{cases}$$

(3)

$$\pi^*(s, t) = \arg \max_a \sum_{s' \in S} p_a(s, s') (r_a(s, s') + V^*(s', t + 1)) \text{ if } t < T$$

(4)

The number of states of this MDP is in $\Omega(T^{2K})$ which makes the exhaustive computation of the optimal Bayesian policy intractable. We however worked on a highly optimized parallel CUDA+openMP code to compute the optimal policy on a compressed MDP. The technical aspects of this code are detailed in Appendices A and B. We were able to compute exhaustively a reference policy for up to four arms and reasonable horizons. Our experiments summarized on Figure 1 confirms experimentally that the Bayesian optimal policy steadily outperforms the state-of-the-art stochastic bandits algorithms, namely UCB1 (Auer et al., 2002a) and KL-UCB (Garivier and Cappé, 2011). Similar experiments were performed in (Ginebra and Clayton, 1999).

2.1. The Gittin’s index theorem

The most remarkable result on Markov Bandits is the possibility that we have to simplify its optimal MDP policy into an explicit and tractable index-maximization policy (Bradt et al., 1956; Gittins, 1989). This index can be interpreted as the price a rational player would be willing to pay in order to play a given arm. This powerful indexability result is only valid for infinite horizon with discounted rewards, but a non-discounted finite time index (fh-GITTINS) has also been considered as good approximation for Bernoulli bandits (Niño-Mora, 2011; Kaufmann, 2016), or for Gaussian bandits for which a regret analysis has been recently provided by Lattimore (2016). We empirically confirm the excellent quality of this approximation for Bernoulli MABs on Figure 1. Especially on Subfigure 1(e) where its best-arm error rate (blue chart) is shown to evolve from 0.05% to virtually 0% of the states when it approaches the horizon.

3. These are in fact pseudo-counts if we take the Beta(1,1) prior into account.
3. Trend-aware Bayesian Policies

Adapting the Bayesian optimal policy to the Bernoulli AMABKT problem is straightforward, one only needs to modulate the rewards of equations (3) and (4) by the trend functions:

\[ r_a((\ldots, \alpha_a, \beta_a, \ldots), (\ldots, \alpha_a + 1, \beta_a, \ldots)) := f_a(1 + \sum_i (\alpha_i + \beta_i)) \quad \text{winning transition} \]

\[ r_a((\ldots, \alpha_a, \beta_a, \ldots), (\ldots, \alpha_a, \beta_a + 1, \ldots)) := 0 \]

A more scalable "trend-aware" FH-Gittins index can also be computed by solving the following calibration problem encoded as a "risky single-arm" versus "constant reward" MDP (n is the number of rounds left till the horizon, \( \tau \) is the stopping time):

\[
\text{FHG}_a(\alpha, \beta, n) = \sup \left\{ \lambda \in [0, 1] : n\lambda \leq \sup_{0 < \tau < n} \mathbb{E}_{\alpha, \beta} \left[ \sum_{s=0}^{\tau-1} Y_a(s) \cdot f_a(s) + (n - \tau)\lambda \right] \right\}
\]  (5)

4. Experiment

The trend-aware FH-Gittins index being an optimistic estimate of the future arm values, it makes sense to use a similar approach to adapt existing anytime indices like UCB1:

\[
\text{modified-UCB}(a, t, n) = \text{UCB}(a, t) \cdot [F_a(n_a(t)) - F_a(n + n_a(t))]
\]  (6)
We applied the same recipe to KL-UCB. Our experiments are summarized in Figure 2. As expected, the two non-adapted anytime policies fails to exploit the trend knowledge. The A-UCB algorithm does reasonably well as soon as the trend is kept smooth enough to keep the local trend value correlated to its future, but modified UCB and KL-UCB fares better. The adapted FH-GITTINS index is shown to give a really tight approximation of the Bayesian Optimal policy.

Figure 2: Experiment: the trend on the left is the same for all the arms and the regret, defined as in Equation (2), is averaged 10000 times on a 2-armed bandit problem 0.45 and 0.6).

5. Conclusion and Future Works

This preliminary empirical study on Multi-Armed Bandits with Known Trends is promising. We managed to compute the Bayesian optimal policy sufficiently far to get a solid reference to evaluate approximate index policies. Even with our GPU-optimized code, this optimal policy remains intractable in practice, but the adapted FH-GITTINS index we propose is a good candidate for applications. As a future work we ambition to provide a regret analysis
Bayesian Optimal for Known Trend

for the proposed solutions. Another research avenue we considered is the use of approximate MDP algorithms for indexes estimation (see Alaoui, 2016).
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Appendix A. Efficient Implementation on GPU

The MDP defined in Section 2 being a directed acyclic graph, value iteration proceeds in an incremental fashion starting from the horizon toward the initial state. The optimal values of states in stage $t+1$ are used to evaluate those of states in stage $t$. This local dependency in addition to the possibility of independently generating each stage, open the doors to pipe-lining generation, the stage-wise value iteration and an eventual serialization process. In practice, the stages can be compressed by normalizing lexicographically the arms $(\alpha_a, \beta_a)$ (See Fig. 4). Value iteration being embarrassingly parallel, the computation power of GPUs can be utilized with ease, provided that the implementation of data structures is well suited to the physical constraints of the GPU architecture, namely memory coalescing and minimal thread divergence. The sequential generation (Alg. 1) and serialization processes can be performed by the more adapted CPU architecture. On another note, a thorough study of the structure of the stages in the bandit’s MDP showed interesting relations between successive stages, which in turn render the generation process embarrassingly parallel as well, ushering in a more scalable Bayesian optimal policy computation. Figure 5 illustrates this relations for 2 and 3 arms. More generally, for a $k$-armed problem, stage $t$ can be generated parrelly from stage $t+k$ in a similar fashion. Appendix B addresses in greater details the relations between stages for a 2 armed problem.

Appendix B. Stages Encoding for a 2-armed Bandit Problem

This section studies the structure of stages in 2-armed problems. It aims at inducing relations between successive ordered stages so as to parrelly generate if the other is already generated. To do so, an encoding of 2-armed stages is introduced, this latter shows interesting and generalizable properties regarding the structure and links between successive states.
Figure 3: Pipelining value iteration.

Figure 4: A two-armed bandit stage as a sequence of lexically ordered and normalized states.
In term of value iteration the two states \{1, 1, 4\} and \{1, 4, 1\} are equivalent.
Note that on stage \(t\) for each state \(\{\alpha_1, \beta_1, \alpha_2, \beta_2\}\) we must have \(\sum_i \alpha_i + \beta_i = t + 4\) (+4 is for the prior). Here \(t = 4\).

Figure 5: Tiled link between two successive stages.
Algorithm 1: Sequential Generation

Function $\text{generateEqual}(i, j, \text{arms}, t, \text{state}, \text{stage})$

\[
\text{if } \text{arms} = 1 \text{ then}
\]
\[
\quad \text{if } t - i \geq j \text{ then}
\]
\[
\quad \quad \text{state}.\text{Append}((i, t - i));
\]
\[
\quad \quad \text{stage}.\text{Append}(\text{state});
\]
\[
\text{end}
\]
\[
\text{else}
\]
\[
\quad \text{for } l = j, \ldots, t \text{ do}
\]
\[
\quad \quad \text{copy} = \text{state}.\text{Copy}();
\]
\[
\quad \quad \text{copy}.\text{Append}((i, l));
\]
\[
\quad \quad \text{generateEqual}(i, l, \text{arms} - 1, t - i - l, \text{copy}, \text{stage});
\]
\[
\quad \quad \text{generateIncremental}(i + 1, 1, \text{arms} - 1, t - i - l, \text{copy}, \text{stage});
\]
\[
\text{end}
\]
\[
\text{end}
\]

Function $\text{generateIncremental}(i, j, \text{arms}, t, \text{state}, \text{stage})$

\[
\text{if } \text{arms} = 1 \text{ then}
\]
\[
\quad \text{for } m = i, \ldots, t \text{ do}
\]
\[
\quad \quad \text{copy} = \text{state}.\text{Copy}();
\]
\[
\quad \quad \text{copy}.\text{Append}((m, t - m));
\]
\[
\quad \quad \text{stage}.\text{Append}(\text{copy});
\]
\[
\text{end}
\]
\[
\text{end}
\]
\[
\text{else}
\]
\[
\quad \text{for } k = i, \ldots, t \text{ do}
\]
\[
\quad \quad \text{for } l = j, \ldots, t \text{ do}
\]
\[
\quad \quad \quad \text{copy} = \text{state}.\text{Copy}();
\]
\[
\quad \quad \quad \text{copy}.\text{Append}((i, l));
\]
\[
\quad \quad \quad \text{generateEqual}(k, l, \text{arms} - 1, t - k - l, \text{copy}, \text{stage});
\]
\[
\quad \quad \quad \text{generateIncremental}(k + 1, 1, \text{arms} - 1, t - k - l, \text{copy}, \text{stage});
\]
\[
\quad \text{end}
\]
\[
\text{end}
\]

Function $\text{generate}(K, t)$

\[
\quad \text{stage} \leftarrow \text{empty stage}, \text{state} \leftarrow \text{empty state};
\]
\[
\quad \text{generateIncremental}(1, 1, K, t, \text{state}, \text{stage});
\]
A 2-armed problem stage is comprised of a sequence of normalized states as illustrated by Fig. 4. In the following, \( \{\alpha_1, \beta_1, \alpha_2, \beta_2\} \) denotes a state in such a stage.

**Property 1 (Number of different unordered states)** For a 2-armed bandit problem, the number of different unordered states a stage \( t \) is given by:

\[
N^*(t) = \begin{cases} 
\frac{1}{2} \left( \frac{2K-1+t}{2K-1} \right) & \text{if } 2K + t \text{ is even,} \\
\frac{1}{2} \left( \frac{2K-1+t}{2K-1} + \frac{2K+t}{2} - 1 \right) & \text{otherwise}
\end{cases}
\]

and more generally, the number of different unordered states for a \( K \)-armed problem is:

\[
N^*(t) \approx \frac{N(t)}{K}
\]

**Definition 1 (Encoding)** An encoding of a stage \( t \) is a matrix \( \mathcal{M}(t) \) where the \( \mathcal{M}(t)_{i,j} \) is the number of states where \( \alpha_1 = i \) and \( \beta_1 = j \).

**Remark 2** For this code to completely characterize the associated stage it must be able to determine the possible values of \( \alpha_2 \) (\( \beta_2 \) is then deduced from the values of the other parameters and the time step \( t \)). The next property describes these values and hence the decoding process.

**Example 1** The encoding of the stage of Fig. 4 is given by:

\[
\begin{pmatrix}
4 & 3 & 1 \\
2 & 0 & 0
\end{pmatrix}
\]

**Property 2 (Decoding)** For each \( \alpha_1 \) and \( \beta_1 \), \( \alpha_2 \) take its values in a sequence of \( \mathcal{M}(t)_{i,j} \) numbers. Furthermore, these numbers are consecutive and the first one, \( \alpha_2^{initial} \), depends on \( \mathcal{M}(t)_{i,j-1} \) as follows:

\[
\alpha_2^{initial} = \begin{cases} 
i & \text{if } \mathcal{M}(t)_{i,j-1} = \mathcal{M}(t)_{i,j} + 1 \text{ or } j = 1, \\
i + 1 & \text{otherwise}
\end{cases}
\]

**Example 2** In the stage of Fig. 4, \( \alpha_2 \) starts from the value of \( \alpha_1 \) except for states \( \alpha_1 = 1, \beta_2 = 3 \) (only one state) for which \( \alpha_2^{initial} = 1 + 1 = 2. \) And indeed, the difference between \( \mathcal{M}(t)_{1,2} = 3 \) and \( \mathcal{M}(t)_{1,3} = 1 \) is greater than one.

**Property 3 (Structure of a row)** \( \mathcal{M}(t)_{i,j} \) is a sequence of successive and decreasing numbers except for at most one given index \( J(t,i) \) for which \( \mathcal{M}(t)_{i,J-1} = \mathcal{M}(i,J) + 2 \). This sequence starts from \( \mathcal{M}(t)_{i,1} = t - 2(i - 1) \), and the following holds:

\[
J(t,i) = \left\lfloor \frac{t - 2(i - 1)}{2} \right\rfloor + 1
\]

---

4. \( i \) and \( j \) start from 1.
Property 4 (Dimensions of the code matrix)  The number of rows, $n$, and the number of non-null entries per row, $m$, depend both on $t$ and are given by:

$$n(t) = \left\lceil \frac{t}{2} \right\rceil$$

$$m(t, i) = \begin{cases} 
1 & \text{if } t = 1, 2 \text{ and } i = 1, \\
 t-1 & \text{if } t > 2 \text{ and } i = 1, \\
 m(t-2, i-1) & \text{if } t > 2 \text{ and } i > 1 
\end{cases}$$

Table 1 contains the code of stages from 1 to 7. It also reveals interesting relations between $M(t)$, $M(t-1)$ and $M(t-2)$ which are formalized by the following property:

Property 5 (Relations between successive codes)  The following holds:

$$M(t+1)_{i,j+1} = M(t)_{i,j} \text{ for } i \leq n(t) \text{ and } j \leq m(t, i)$$

$$M(t+2)_{i+1,j} = M(t)_{i,j} \text{ for } i \leq n(t) \text{ and } j \leq m(t, i)$$

Property 6 (Number of states such as $\alpha_1 = 1$)  The number of such states in stage $t$ is the sum of all the coefficients of the first row of $M(t)$, given by the following recursive equations:

$$N_1(t) = \begin{cases} 
1 & \text{if } t = 1, \\
 N_1(t-1) + t - 1 & \text{if } t \text{ is even and } t > 1, \\
 N_1(t-1) + t & \text{otherwise} 
\end{cases}$$

And equivalently by:

$$N_1(t) = \begin{cases} 
2(t^2 - 1)(\frac{t}{2} + 1) + 2 & \text{if } t \text{ is even}, \\
2t-1(t-1) + 1 & \text{otherwise} 
\end{cases}$$

Remark 3  The sum of all the coefficients of the matrix $M(t)$ must equate the number of normalized states $N^*(t)$, i.e.:

$$N^*(t) = \sum_{i=1}^{n(t)} N_i(t)$$

the relations between $M(t)$ and $M(t-2)$ allow us to transform the equation above to:

$$N^*(t) = \sum_{i}^{n(t)} N_1(t - 2(i - 1))$$

Which can be proven using the explicit expression of $N_1(t)$ above and some computations.
<table>
<thead>
<tr>
<th>(2)</th>
<th>(1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 3 1 1 0 0</td>
<td>5 4 3 1 0 0</td>
</tr>
<tr>
<td>6 5 4 2 1 0</td>
<td>7 6 5 4 2 1</td>
</tr>
<tr>
<td>4 3 1 0 0 0</td>
<td>5 4 3 1 0 0</td>
</tr>
<tr>
<td>2 0 0 0 0 0</td>
<td>3 2 0 0 0 0</td>
</tr>
<tr>
<td></td>
<td>1 0 0 0 0 0</td>
</tr>
</tbody>
</table>

Table 1: Codes for some stages