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Ari Weinstein
aweinst@cs.rutgers.edu
Michael L. Littman
mlittman@cs.rutgers.edu
Sergiu Goschin
sgoschin@cs.rutgers.edu

Abstract

Recently, rollout-based planning and search methods have emerged as an alternative to traditional tree-search methods. The fundamental operation in rollout-based tree search is the generation of trajectories in the search tree from root to leaf. Game-playing programs based on Monte-Carlo rollouts methods such as “UCT” have proven remarkably effective at using information from trajectories to make state-of-the-art decisions at the root. In this paper, we show that trajectories can be used to prune more aggressively than classical alpha-beta search. We modify a rollout-based method, FSSS, for game-tree search and show its superior pruning behavior as compared to alpha-beta both empirically and formally.

1. Introduction

Rollout-based planning is an approach that has been highly successful in game-tree search. This class of methods attempts to build estimates of the quality of available actions by sampling values from the reward and transition functions of a generative model, repeatedly beginning execution at some start state and ending at a terminal state. UCT (Kocsis and Szepesvári, 2006) is an example of this method that was initially designed for planning in standard stochastic Markov decision processes (MDPs), but was later extended to find approximate solutions in minimax trees. Since its introduction, UCT has seen significant success in the game of Go, and was the first computer agent to achieve master level play in the 9x9 variant (Gelly and Silver, 2008).

While UCT does produce state-of-the-art results in Go, it has been proven to perform very poorly when searching trees with particular properties, due to highly aggressive pruning (Coquelin and Munos, 2007; Walsh et al., 2010). Likewise, UCT has not been successful in chess, a result attributed to poor performance of the algorithm in the presence of “search traps,” which are common in chess but not in Go (Ramania et al., 2011).

Exact minimax search algorithms do not suffer from this behavior. Alpha-beta (Edwards and Hart, 1961) is one such branch-and-bound algorithm which computes the exact minimax value of a search tree. While it has been shown that alpha-beta is optimal in terms of the number of leaves explored (Pearl, 1982), the proof holds only for directional, or depth-first algorithms.

One of the earliest best-first algorithms to be provably better than alpha-beta in terms of state expansions was SSS* (Stockman, 1979). This algorithm, however, requires exponen-
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tial time operations over the fringe. Framing the algorithm differently resolved this issue: MTD(+$\infty$) performs state expansions in the same order as SSS*, but is computationally tractable (Plaat et al., 1996).

In this paper, forward-search sparse sampling (Walsh et al., 2010), or FSSS, is extended for use in minimax search, resulting in the algorithm FSSS-Minimax. In its original formulation for MDPs, FSSS conducts rollouts and prunes subtrees that cannot contribute to the optimal solution. It does so in a principled manner that allows it to avoid the suboptimality problems of UCT. In the setting of game-tree search, we will prove that FSSS-Minimax dominates (is guaranteed to expand a subset of the states expanded by) alpha-beta, while still computing the correct value at the root. Even though the guarantees of FSSS-Minimax, SSS*, and MTD(+$\infty$) are the same with respect to alpha-beta, there are important distinctions. SSS* and MTD(+$\infty$) are two different approaches that produce identical policies, while FSSS-Minimax follows a different policy in terms of state expansions.

Next, the minimax setting where planning takes place is discussed. From there, the extension of FSSS to minimax trees is presented. After its introduction, FSSS-Minimax is empirically compared to alpha-beta. A formal comparison of the two algorithms follows, proving FSSS-Minimax never expands more states than alpha-beta. The discussion section addresses shortcomings of FSSS, and proposes future work.

2. Setting

Search is performed on a tree $G = \langle S, A, R, T \rangle$. This tuple is composed of a set of states $S$, a set of actions $A$, a reward function $R$, and a transition function $T$. All functions in $G$ are deterministic. Each state $s$ has a value $V(s)$, which is conditioned on the rules dictated by the three types of states in the tree. The state types are: max where the agent acts, min where the opponent chooses, and leaves where no further transitions are allowed. The goal of a max state $s$ is to select actions that maximize $V(s)$ by choosing a path to a leaf $l$ that maximizes $R(l)$, and min states must minimize this value. The value of the tree, $V(G)$ is equal to the value of the root of $G$, $V(G.root)$

The following functions over states $s \in S$ are defined: $\min(s)$, $\max(s)$, and $\text{leaf}(s)$ which return Boolean values corresponding to membership of the state to a class of states. Because it simplifies some of the descriptions, min and max states have a field defined as $f$. For a max state $s$, $s.f = \max$, and likewise for min states.

The transition function, $T$, is defined only for min and max states, and actions $a \in A$, where $T(s,a) \rightarrow s' \in S$. For leaves, $T$ is undefined. The reward function $R(s) \rightarrow \mathbb{R}$ is defined only for leaves.

3. FSSS-Minimax

The most commonly used method to solve minimax trees is the alpha-beta algorithm, which prunes subtrees of the currently visited state $s$, based on whether further information from $s$ can contribute to the solution. It does so by maintaining variables $\alpha$ and $\beta$, which correspond to the range of values at the current state that could impact the value at the root, based on the expansions done to that point. When exploring a state where the inequality $\alpha < \beta$ is not maintained, search is terminated from that state, as any further
information from the subtree rooted at that state could not possibly influence $V(G)$. This simple rule is quite effective, and there are cases where the algorithm visits the minimum number of possible states (Knuth and Moore, 1975). As mentioned, alpha-beta’s optimality is only over the class of depth-first search algorithms (Pearl, 1982). Because rewards only exist in the leaves in this setting, we define performance in terms of the number of leaves expanded. The algorithm introduced next is a best-first algorithm that expands fewer leaves than alpha-beta.

In Algorithm 1, we introduce the extension of FSSS to minimax trees, FSSS-Minimax. For the sake of brevity, beyond this point we will use FSSS to refer to FSSS-Minimax. The description that follows is for max states, but the behavior in min states is symmetric. Like alpha-beta, FSSS uses top-down variables $\alpha$ and $\beta$ to guide pruning, but unlike alpha-beta, it also computes lower and upper bounds on the minimax value bottom up, which are maintained in the variables $L$ and $U$. Children effectively have $L$ and $U$ clipped by the $\alpha$ and $\beta$ values of the parent. The bounds are constrained in this manner because, just like in alpha-beta, values outside the range of $(\alpha, \beta)$ cannot influence the value at the root.

After a child is identified to be visited, the $\alpha$ and $\beta$ bounds must be adjusted based on the bounds of its siblings to avoid unnecessary calculation further down in the tree. In alpha-beta, $\alpha'$—the $\alpha$ value used at a child state—is set to be the maximum value amongst $\alpha$ and the siblings that have been searched (those to its left). Because FSSS has partial information about all siblings, $\alpha'$ is set to the maximum of $\alpha$ and the upper bounds of the siblings of the child to be visited.

The modification of $\alpha'$ and $\beta'$ by $\epsilon$ (which must be a value smaller than the possible differences in leaf values) on lines 18 and 24 of Algorithm 1, has no direct parallel in alpha-beta. As will be proved later, there is always an unexpanded leaf at the end of the trajectory followed by FSSS. For this to hold, it is necessary to have both a non-point range of possible values, as well as overlap between the ranges $(\alpha, \beta)$ and $(L, U)$. Therefore, if $\alpha = U$, or $\beta = L$, the range of values considered becomes a point value of the state, making it look prematurely closed. Because of this, slightly incrementing $\beta$ (or decrementing $\alpha$) allows FSSS to still consider a range of values, without impacting the policy.

4. Empirical Comparison

In this section, we compare alpha-beta, MTD($+\infty$), and FSSS in two classes of synthetic game trees. All trees have binary decisions and randomly selected rewards in the leaves. Because rewards only exist in the leaf states, the metric we report is the number of leaf states expanded, and in the experiments the number of leaves (and therefore the height of the trees) varies. Children of a state are initially explored in fixed left-to-right order in all cases, and ties are broken in favor of the left child. The height $h$ of the tree is counted starting at 0, which is just the root, so there are $2^h$ leaves in a tree.

In the first experiment, rewards are integers sampled uniformly from roughly $-2^{31}$ to $2^{31}$. The results presented in Figure 1(a) show the number of leaves expanded by alpha-beta and FSSS when searching trees of a varying size. Note that both axes are log-scale, so the slight difference in the slope of the two lines indicates a difference in the base determining exponential growth. Using the height $h$, generating fit curves to the data yielded the functions $1.74 \cdot 1.68^h$ for alpha-beta and $1.46 \cdot 1.65^h$ for FSSS, which fit within the error
Algorithm 1 FSSS-Minimax

begin Solve(G) 
1 while L(G.root) ≠ U(G.root) do
2 | Search (G.root, −∞, ∞)
3 return L(G.root)

begin Search(s, α, β) 
4 if leaf(s) then
5 | L(s) ← U(s) ← R(s)
6 | return
7 i*, α', β' ← Traverse(s, α, β)
8 Search (T(s, a_i*), α', β')
9 L(s) ← (s.f)_i, L(T(s, a_i)), U(s) ← (s.f)_i U(T(s, a_i))

begin Traverse(s, α, β) 
10 for i ← 1...|A| do
11 | U'(s, a_i) ← min(β, U(T(s, a_i))), L'(s, a_i) ← max(α, L(T(s, a_i)))
12 | α' ← α, β' ← β
13 if max(s) then
14 | i* ← argmax_i U'(s, a_i)
15 | v ← max_i≠i* U'(s, a_i)
16 | α' ← max(α, v)
17 | if α' = U'(s, a_i*) then
18 | | α' ← α' − ϵ
19 if min(s) then
20 | i* ← argmin_i L'(s, a_i)
21 | v ← min_i≠i* L'(s, a_i)
22 | β' ← min(β, v)
23 | if β' = L'(s, a_i*) then
24 | | β' ← β' + ϵ
25 return i*, α', β'
bounds of the empirical data at almost all points. In this case, the number of expansions of FSSS and MTD(+∞) are not statistically significantly different, so only the expansions of FSSS are rendered. Between FSSS and MTD(+∞), the algorithm that expands the fewest leaves varies from tree to tree, so neither dominates the other.

We performed a second experiment to provide a clearer picture of the relative strengths of FSSS and MTD(+∞) in the context of trees with binary-valued leaves. Specifically, we measured the proportion of such trees where FSSS or MTD(+∞) expanded strictly fewer leaves than alpha-beta. (Neither algorithm ever expands more leaves than alpha-beta.)

The results of this experiment are shown in Figure 1(b) (higher values indicate more pruning). Two things are worth mentioning. First, the results varied greatly based on the parity of the tree height—we plot performance for odd height and even height trees separately in the graph. A similar finding has been reported previously (Plaat et al., 1996). Second, although the figure shows that larger trees were more likely to show an advantage for FSSS, in many cases the difference was extremely small—only a handful of additional leaves were pruned by FSSS when compared to MTD(+∞) even on the largest trees, partially because of the small range of leaf values.

5. Formal Comparison

The previous section showed that FSSS outprunes alpha-beta on a set of randomly generated game trees. This section proves a stronger result—FSSS will never expand a state that alpha-beta does not. Therefore, the total number of leaves expanded by FSSS is upper bounded by the expansions made by alpha-beta.

First, we argue that FSSS finds \( V(G) \) and that it terminates because it never revisits an expanded leaf.

**Theorem 1 (FSSS)** FSSS never attempts to enter a closed state, and its bounds are correct.

This proof will be by induction. When execution begins from the root, if \( L(G.\text{root}) = U(G.\text{root}) \), then calculation is complete. At each stage during a rollout, if \( s \) is a leaf, that leaf is expanded and the ranges are updated accordingly. Otherwise, in the rollout,


In this case, the arguments here are the same as for Condition 2, with the appropriate substitutions.

### 5.3. Condition 3: $\alpha' < U(s_{i^*})$

In this case, the arguments here are the same as for Condition 2, with the appropriate substitutions.

### 5.4. FSSS and Alpha-Beta

Now that we have established that FSSS makes consistent progress toward solving the tree, we show that all of the computation takes place within the parts of the tree alpha-beta has not pruned.

**Theorem 2** FSSS only visits parts of the tree that alpha-beta visits.
Proof  We proceed by showing that, for any state \( s \) visited by alpha-beta, FSSS will not traverse to a child state that alpha-beta prunes. Given the base case—that FSSS and alpha-beta both start at the root—it follows that FSSS will remain within the set of states visited by alpha-beta.

Let \( \alpha \) and \( \beta \) be the values of the corresponding variables in FSSS when the current state is \( s \). (We assume \( s \) is a max state. The reasoning for min states is analogous.) Let \( \hat{\alpha} \) and \( \hat{\beta} \) be the \( \alpha \) and \( \beta \) values in alpha-beta at that same state. The “primed” versions of these variables denote the same values at a child state of \( s \). Note that the following invariant holds: \( \hat{\alpha} \leq \alpha \) and \( \beta \geq \hat{\beta} \). That is, the \( \alpha \) and \( \beta \) values in FSSS lie inside those of alpha-beta. To see why, note that this condition is true at \( G.\text{root} \). Now, consider the computation of \( \hat{\alpha}' \) in alpha-beta. It is the maximum of \( \hat{\alpha} \) and all the values of the child states to its left.

Compare this value to that computed in Lines 15 and 16 of Algorithm 1. Here, the value \( \alpha' \) passed to the selected child state is the maximum of \( \alpha \) (an upper bound on \( \hat{\alpha} \) by the inductive hypothesis) and the upper bounds of the values of all the other child states (not just those to its left). Because \( \alpha' \) is assigned the max over a superset of values compared to in alpha-beta, \( \alpha' \) must be an upper bound on \( \hat{\alpha}' \).

The only case left to consider is what happens in Lines 17 and 18 of Algorithm 1. In this case, if the \( \alpha' \) value has been increased and now matches the clipped upper bound of the selected child state, \( \alpha' \) is decremented a tiny amount—one that is guaranteed to be less than the difference between any pair of leaf values. Since this value is increased (almost) up to \( \beta \), it remains an upper bound on \( \hat{\alpha}' \).

For max states, the values of \( \beta \) do not change in either algorithm. Thus, if the \( \alpha \) and \( \beta \) range for FSSS lies inside the \( \alpha \) and \( \beta \) range for alpha-beta at some state, it will also lie inside for all the states visited along a rollout to a leaf. Therefore, FSSS remains within the subtree not pruned by alpha-beta.

Putting the two theorems together, as a rollout proceeds, FSSS always keeps an unexpanded leaf that alpha-beta expands beneath it, and FSSS at most expands the same states expanded by alpha-beta.

6. Discussion

In terms of related work, FSSS is similar to the Score Bounded Monte-Carlo Tree Search algorithm (Cazenave and Saffidine, 2010). The major difference between it and FSSS is the lack of \( \alpha \) and \( \beta \) values to guide search of the game tree, which is significant, because the algorithm may expand more states than alpha-beta. We also note there are other algorithms provably better than alpha-beta not mentioned, as we are most concerned with the relationship between FSSS and alpha-beta; further comparisons would make valuable future work.

While FSSS is guaranteed to never expand more leaves than alpha-beta, the best-first approach comes at a cost. In terms of memory requirements, alpha-beta only needs to store \( \alpha \), \( \beta \), and the path from the root to the current state being examined, which has cost logarithmic in the size of the tree. FSSS, on the other hand, must store upper and lower bounds for all states it has encountered, which is linear in the number of states visited.
Fortunately, it has been shown that memory is not a limiting factor when performing game-tree search even on “large” games such as chess and checkers (Plaat et al., 1996).

FSSS can benefit from refinements that reduce computational costs, which we have not included in order to simplify the algorithm. In particular, value backups can stop, and rollouts can be restarted from, the deepest state in the tree visited in the last trajectory that did not have a change in its \((L,U)\) bounds instead of from the root of the tree. This does not alter the policy of the algorithm.

There are a number of opportunities to extend FSSS. The original formulation of FSSS incorporates domain knowledge about possible values a state can achieve in \(G\). As long as these values are admissible, pruning would be improved while proofs of correctness as well as dominance of alpha-beta would still be maintained. Additionally, FSSS can be extended for use in minimax domains that involve stochasticity. Finally, an extension of FSSS to the anytime case would be useful when the game-tree cannot be solved due to time constraints.
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